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Abstract 
 
An optimal trajectory design of a module for the planetary landing problem is achieved by minimizing the control ef-

fort expenditure. Using the calculus of variations theorem, the control variable is expressed as a function of costate 
variables, and the problem is converted into a two-point boundary-value problem. To solve this problem, the perform-
ance measure is approximated by employing a trigonometric series and subsequently, the optimal control and state 
trajectories are determined. To validate the accuracy of the proposed solution, a numerical method of the steepest de-
scent is utilized. The main objective of this paper is to present a novel analytic guidance law of the planetary landing 
mission by optimizing the control effort expenditure. Finally, an example of a lunar landing mission is demonstrated to 
examine the results of this solution in practical situations.  
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1. Introduction 

Researchers and engineers have not been as suc-
cessful in dealing with nonlinear optimal control 
problems as they have been in solving linear optimi-
zation problems in control. In general, the optimal 
formulations of nonlinear dynamic systems, either 
through dynamic programming or through a varia-
tional approach, lead to nonlinear partial differential 
equations. The numerical solution of these equations 
when dealing with complex nonlinear systems is al-
ways difficult, particularly for real-world physical 
problems. One optimal control solution of the nonlin-
ear lunar landing mission is obtained either by a dy-
namic programming approach or through its varia-
tional formulation [1, 2]. Useful mathematical meth-
ods specially for approximating the mathematical 
functions are presented in [3]. To create a closed-loop 

guidance policy of the satellite injection problem, 
Pourtakdoust and Novinzadeh presented a fuzzy algo-
rithm that was augmented to the solution of the time-
optimal guidance strategy [4]. Afshari et al. presented 
some analytic approaches in spacecraft guidance [5-7]. 
An optimal guidance law that minimized the com-
manded acceleration in three dimensions was ob-
tained by Souza [8]. Ramana has designed an optimal 
trajectory for soft landing on the moon by solving the 
boundary value equations through a numerical ap-
proach named controlled random search [9]. Lee in-
vestigated on the optimal trajectory and the feedback 
linearization control of a re-entry vehicle during the 
terminal-area energy management (TAEM) phase 
[10]. Employing the nonlinear function approach, an 
improved model-based predictive control of vehicle 
trajectory has been developed [11]. This paper fo-
cuses on a novel solution to design the optimal con-
trol for the nonlinear problem of planetary landing 
mission by optimizing the control effort expenditure. 
To obtain an analytical solution, a set of state-
dependent nondimensional variables is introduced. 
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Then, by using the calculus of variations theory and 
applying a trigonometric approximation, the perform-
ance measure is expressed with respect to the control 
variable. Transferring the state equations to the new 
system with respect to the control variable allows for 
analytically deriving the optimal control and optimal 
state trajectories through optimality relations and 
some boundary conditions. 

 
2. Analytical solution for the nonlinear prob-

lem of the planetary landing mission 

Consider an ideal point-mass module at the orbital 
of inertial frame ( , )x y  at 0t = , which moves under 
the action of a constant propulsive force that makes a 
control angle ( )tβ  with the horizon. Obviously, the 
position and velocity vector of the vehicle will change 
due to the action of forces upon it. The problem is to 
determine the optimal control strategy of this system 
for landing from a planet orbital by minimizing the 
control effort expenditure. Based on Fig. 1, the gov-
erning state-space equations are 
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with the following appropriate boundary conditions: 

 
0( 0) , ( 0) 0, ( 0) ,u t u v t y t h= = = = = =  (2) 

( ) 0, ( ) 0, ( ) 0.f f fu t t v t t y t t= = = = = =  (3) 

 
For better physical understanding and for reaching 

an analytical explicit solution, the governing equa-
tions and the associated boundary conditions are non-
dimensionalized by using the following set of as-
sumed reference parameters ( *, *, *)u v y : 
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whereas the reference parameters are  

 
0 0* , * , * / .u u y h t h u= = =  (5) 

 
Using the aforementioned nondimensional state vari-
able Eq. (4), the transformed equations become 

 
 
Fig. 1. Geometry of the planetary landing mission. 
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where 
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with the following nondimensional boundary condi-
tions: 

 
( 0) 1, ( 0) 0, ( 0) 1,u v yτ τ τ= = = = = =  (8) 
( ) 0, ( ) 0, ( ) 0.f f fu v yτ τ τ τ τ τ= = = = = =  (9) 

 
The problem is to determine the control action of 

( )tβ β= , which is required to minimize the control 
effort expenditure; thus, the performance measure is 
defined as 

 
2
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and the corresponding Hamiltonian is 
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Using the costate equations, the following relations 
are derived: 
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where 1k , 2k , and 3k  are constant parameters that 
should be determined. Note that the time derivatives 
in Eq. (6) can be written with respect to β . This way, 
β  now becomes an independent variable. In addition, 
the boundary conditions should be expressed with 
respect to β . Due to the simpler form of the new 
state equations, it is integrated to yield the result as a 
function of the control variable β . This way, to keep 
some unsolvable integrals from appearing due to the 
use of the performance measure, a trigonometric se-
ries is applied to approximate the term 2β . This 
series is given by Dwight in [3] in the following form: 
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The comparison between the real curve and its ap-

proximation when 6r =  is depicted in Fig. 2. Using 
this approximation, the costate equations remain in 
the previous formulation, but the optimality relation is 
varied. Now, the new Hamiltonian function is defined 
as 
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Using the optimality relation, the optimal thrust angle 
can be derived as 
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Fig. 2. Comparison of the performance measure with the 
produced approximation profile. 

To derive an explicit formulation that can relate the 
thrust angle β  to time τ , it will be necessary to 
divide Eq. (15) with respect to cosβ  as follows:  
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By differentiating from Eq. (16) and considering Eq. 
(12), the required explicit relation ( / )d dtβ  is ob-
tained in the following formulation: 
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To complete the analytic solution, the time-

derivative equations in the state-space equations must 
be written with respect to β  as follows: 
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With regard to the term ( , )Sries rβ , which is a func-
tion of β , and uλ  and yλ , which are two constant 
parameter yields, it is possible to integrate Eqs. (18)-
(20) while applying the following nondimensional 
initial conditions to the problem: 

 
0 0 0( ) 1, ( ) 0, ( ) 1u v yβ β β= = = . (21) 

 
Obviously, for explicit results, it is necessary to spec-
ify the magnitude of the six unknown parameters that 
appeared in the solution process, that is, 

1 2 3 0,  ,  ,  ,  ,  f fk k k β β τ . Certainly, it can be accom-
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plished by considering the five boundary relations 
illustrated from the geometry of problem and by using 
another relation derived from the orthogonality condi-
tion. These relations yield to six nonlinear algebraic 
equations abbreviated as follows:   

 

0 0

( ) 0, ( ) 0, ( ) 0,

( ) , ( ) , ( ) 0
f f f

f f f

u v y

H

β β β

β τ β β τ β τ

= = =

= = =
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Given 6r = , it is possible to find these parameters to 
approximate the performance measure and solve the 
aforementioned nonlinear algebraic equations. For a 
set of assumed values of the parameters 0,  ,  ,  u h a g , 
the six unknown parameters are computed from the 
equations in (22). For example, in the case of a lunar 
landing mission, if 0 1u h a= = =  and 1/ 3g = , the 
six unknown parameters are computed by solving the 
algebraic equations as 

 
0

1 2 3

2.2189, 1.2125 rad, 1.3396 rad,

1.9380, 1.6928, 2.3383.
f f

k k k

τ β β= = − =

= − = =
  

 (23) 

 
3. Results and discussion 

By substituting the obtained parameters of Eq. (23) 
in Eq. (15), the optimal thrust angle history is deter-
mined as shown in Fig. 3. In addition, considering 
that the solution parameters , ,u v y , and x  have 
been expressed in the terms of β  and β  is related 
to τ , the solution parameters can be expressed with 
respect to τ . The time histories of the optimal state 
variables are depicted in Figs. 4-7. To examine the 
accuracy of the analytical results, a numerical method 
such as the steepest descent should be utilized, which 
is an iterative numerical method for solving the 
nonlinear two-point boundary-value problems. In this 
method, an initial guess is used to obtain the solution 
to a problem in which one or more of the optimality 
necessary conditions are not satisfied. This solution is 
then used to adjust the initial guess in an attempt to 
make the next solution come “closer” to satisfying all 
of the necessary conditions. If the steps are repeated 
and the iterative procedure converges, the optimality 
necessary conditions will eventually be satisfied [2]. 
After comparing the analytical and numerical results, 
the good agreements between these two different ap-
proaches are concluded. Presenting a novel analytical  

 
 
Fig. 3. Time history of the optimal control by minimizing the 
control effort expenditure. 

 
solution that allows some related studies such as hard-
ware-in-the loop analysis to be performed with high 
reliability is the main advantage of this work. Ramana 
proposed a numerical technique of a controlled ran-
dom search to solve a similar problem [9], but this 
numerical method may encounter some practical 
problems. In another study [8], to minimize the con-
trol effort expenditure, the commanded acceleration is 
introduced as the performance measure. However, 
according to the optimal control theory [1] and as 
calculated in this paper, the best measure for minimiz-
ing the control effort is 
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To demonstrate some practical applications of this 
solution in real-world situations, the results of several 
lunar landing missions with different initial condi-
tions are presented in Tables 1 and 2. By comparing 
the data in these tables, it can be illustrated that by 
decreasing the initial altitude of the module, its con-
trol effort expenditure is reduced. However, by de-
creasing the initial value of the horizontal velocity 
component, this expenditure is increased. Further-
more, the optimal profiles of the state trajectories are 
depicted in Figs. 4-6. The profile of the module’s 
downrange, as presented in Fig. 7, can be computed 
by integrating the horizontal velocity component with 
respect to the thrust angle. 
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Table 1. Results of some lunar landing missions with differ-
ent initial altitudes. 
 

(h,U0) (1,1) (0.75,1) (0.5,1) 

τf 2.2189 1.9534 1.6531 

β0 -1.2125 -1.1506 -1.0309 

βf 1.3396 1.3067 1.2447 

expenditure 1.3956 1.2515 1.0080 

 
Table 2. Results of some lunar landing missions with differ-
ent initial velocities. 
 

(h,U0) (1,1) (1,0.75) (1, 0.5) 

τf 2.2189 2.1773 2.1549 

β0 -1.2125 -1.2940 -1.3589 

βf 1.3396 1.3877 1.4306 

expenditure 1.3956 1.6128 1.8121 

 

 
 
Fig. 4. Optimal trajectory of the module’s horizontal velocity 
component. 

 

 
 
Fig. 5. Optimal trajectory of the module’s vertical velocity 
component. 

 
 
Fig. 6. Optimal trajectory of the module’s altitude. 
 

 
 
Fig. 7. Optimal trajectory of the module’s downrange. 

 
4. Conclusion 

An analytical optimal control law required to influ-
ence the nonlinear problem of soft planetary landing 
mission is achieved by minimizing the control effort 
expenditure. Using an analytical solution procedure to 
the variational formulation yielded to the derivation 
of the optimal state trajectories, which can appropri-
ately satisfy all boundary constraints. Consequently, 
in the proposed methodology, several difficulties 
associated with the numerical determination of the 
optimal control solution for nonlinear systems, such 
as a slow convergence rate, an unexpected singularity, 
and a high sensitivity to initial guesstimates are not 
observed. A conventional numerical method for solv-
ing the nonlinear optimal control problem, which is 
called the steepest descent utilized to validate the 
analytical solution. The results show that there are 
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good agreements between the numerical and analyti-
cal results. The other advantage of this law, with re-
spect to the previous ones, is that it is simple, easily 
mechanized, and can operate online in real-world 
spacecraft applications. By investigating the results 
obtained for different initial conditions, it can be con-
cluded that by decreasing the landing initial altitude, 
the control effort expenditure is reduced. On the con-
trary, by decreasing the initial value of the horizontal 
velocity component, this expenditure is considerably 
increased. 

 

Nomenclature----------------------------------------------------------- 

a  : Spacecraft acceleration 
g  : Moon gravitational constant 
h  : Height of moon orbital 
u  : Velocity horizontal component 

* * *, ,u y t  : Reference parameters 
, ,u v y   : Nondimensional state variables   

v  : Velocity vertical component  
iw  : Non-dimensional parameters  
( )x t  : Spacecraft downrange  
( )y t  : Spacecraft altitude  
iK  : Unknown constant parameters 

H  : Hamiltonian function 
J  : Performance measure 
T  : Thrust force  
β  : Thrust angle 

iλ  : Costate multiplier of optimality 
τ  : Nondimensional time 
 

Reference 

[1] E. Bryson and J. Yu-chi Ho, Applied Optimal Con-
trol, Hemisphere, New York, USA, (1993). 

[2] D. E. Kirk, Optimal Control Theory, Englewood 
Cliffs, NJ: Prentice-Hall, USA, (1970). 

[3] H. B. Dwight, Tables of Integrals and Other 
Mathematical Data, Macmillan, New York, USA, 
(1957). 

[4] S. H. Pourtakdoust, N. Rahbar and A. B. Novin-
zadeh, Non-linear feedback optimal control law for 

minimum-time injection problem using fuzzy sys-
tem, Aircr. Eng. Aerosp. Tec. 77 (5) (2005). 

[5] H. H. Afshari, J. Roshanian and A. B. Novinzadeh, 
A perturbation approach in determination of closed-
Loop optimal-fuzzy control policy for planetary 
landing mission, P. I. Mech. Eng. G-J. Aer. 223 (3) 
(2009) 233-244. 

[6] H. H. Afshari, A. B. Novinzadeh and J. Roshanian, 
Determination of nonlinear optimal feedback law 
for satellite injection problem using neighboring op-
timal control, Am. J. Appl. Sci. 6 (3) (2008) 430-438. 

[7] J. Roshanian, M. Zareh, H. H. Afshari and M. 
Rezaie, An L1 adaptive closed-loop guidance law 
for an orbital injection problem, P. I. Mech. Eng. I-J 
Sys. 223 (6) (2009) 753-761. 

[8] C. N. Souza, An optimal guidance law for planetary 
landing, Proc. AIAA Guidance, Navigation, and 
Control Conference, New Orleans, LA, USA 
(1994). 

[9] R. V. Ramanan and M. Lal, Analysis of optimal 
strategies for soft landing on the moon from lunar 
parking orbits, J. Earth Sys. Sci. 114 (6) (2005) 
807-813. 

[10]   D. W. Lee, Trajectory optimization and the control 
of a re-entry vehicle in TAEM phase, J. Mech. Sci. 
Technol. 22 (6) (2008) 1099-1110. 

[11]   J. H. Lee, An improved model-based predictive 
control of vehicle trajectory by using nonlinear 
function, J. Mech. Sci. Technol. 23 (4) (2009) 918-
922. 

 
Hamed Hossein Afshari re-
ceived his B.Sc. degree in the 
Mechanical Engineering from 
the K.N. Toosi University of 
Technology, Iran in 2006. Cur-
rently, he is studying in the 
M.Sc. program of the Flight 
Dynamics and Control course 

at K.N. Toosi University of Technology. His research 
focuses on the Control Theorem and its applications, 
Flight Dynamics and Guidance of aerospace systems, 
modeling and simulations of mechatronic systems. 
 
 
 
 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


